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| **Section A (20 marks)** | | | |
| --- | --- | --- | --- |
| 1 | a) | Write a note on feature scaling in Data Science. | 4 |
| b) | Explain types of Machine Learning. | 4 |
| c) | Explain assumptions of linear regression | 4 |
| d) | Write a note on the Forward feature Selection algorithm. | 4 |
|  | e) | Explain regularization. | 4 |
|  | | | |
| **Section B (30 Marks)** | | | |
| 2 |  | A firm is trying to predict the temperature based on various environmental and seasonal settings. They want to utilize a rational approach facilitated by machine learning in predicting the temperature in Celsius. They collect a data set with different features along with the temperature. The challenge is to learn a relationship between the important features and the temperature and use it to predict the future temperature.  Develop a machine learning model to predict the temperature using the features provided in the dataset. Prior to building the ML model EDA need to carried out to understand and clean the data. |  |
| (i) | Read the dataset and perform the following  \*Observe the data types of the features. (1 Marks)  \*Observe the features in the dataset that add little to no information (1 Marks)  \*Visualize the relationship between 'Wind Speed (km/h) and Temperature (C) (2 Marks) | 4 |
| (ii) | Perform the following analysis to understand the data  * Check for Missing values in the data and display the percentage of missing values in each column (2 Marks) * Implement a strategy to deal with the missing values. (2 Marks) | 4 |
| (iii) | Create a new column as year, month, day and hour using the date column (1+1+1+1 marks) | 4 |
| (iv) | Perform the following:  \* Use boxplot to visualize the outliers of numeric columns. (3 Marks)  \* Perform outlier elimination using IQR method. (3 Marks) | 6 |
| (v) | Perform the following:  \*Plot a correlation plot and highlight the correlations with color map(3 Marks)  \* Compute multicollinearity for input features using VIF and drop the high VIF features sequentially. (3 Marks) | 6 |
| (vi) | Perform the following:  \*Drop all irrelevant features though the EDA performed in above steps. (3 Marks)  \*Use encoding technique to encode the categorical variables. (3 Marks) | 6 |
| Section C (30 marks) | | | |
| 3 | (i) | Use OLS stats models’ package to build the Linear Regression model and generate the summary report. (3 + 3 Marks) | 6 |
| (ii) | Build a model using least squares regression. Interpret the coefficients. (3 + 3= 6 Marks) | 6 |
| (iii) | Find the best set of significant variables from the dataset using forward selection technique. Also display the R-squared score for the model built using the selected variables. (3 + 3= 6 Marks) | 6 |
| (iv) | Validate models performance using 5 fold cross validation and print the different RMSE scores. Comment about model’s overfitting. (2+2+2=6 Marks) | 6 |
| (v) | Use Grid Search CV to determine the optimal value of alpha if Ridge regression is used to build the model. (4 +2=6 Marks) | 6 |